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Abstract

A recently described auditory tempo perception paradigm revealed individual differences in perceived stimulus timing

for identical stimulus sequences. The current study takes advantage of this paradigm by recording event-related

potentials (ERPs) concurrent with task performance in order to reveal brain responses that reflect individual differ-

ences in timing strategy. No strategy-related differences were observed in sensory encoding of tones, asmeasured by the

P1-N1-P2 complex. However, the contingent negative variation (CNV) leading up to the final tone of the sequence

varied as a function of strategy, as did a parietal-maximum late positive component (P3b) that occurred following the

final tone. These data suggest that temporal expectancy for and cognitive processing of the final tone of rhythmic

sequences underlies differences in strategy during rhythm perception.
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Processing temporal structure is a fundamental aspect of sensory,

motor, and cognitive function in many complex organisms. In

humans, temporal structure serves as an important cue to dis-

tinguishing different languages from early in life (Nazzi, Bert-

oncini, & Mehler, 1998), and in identifying the beat from music

in order to coordinate movement in time during tapping, danc-

ing, and music-making (Drake, Penel, & Bigand, 2000; Hannon,

Snyder, Eerola, & Krumhansl, 2004; Snyder & Krumhansl,

2001; Toiviainen & Snyder, 2003; van Noorden & Moelants,

1999). But despite a long history of empirical and theoretical

work, the mechanisms of timing ability in the human brain are

still not well understood (Ivry & Schlerf, 2008; Zatorre, Chen, &

Penhune, 2007). For example, the precise role of individual brain

structures such as the cerebellum, basal ganglia, premotor cortex,

supplementary motor area, and sensory cortices and how they

interact in timing tasks is still a matter of debate. And what type

of computationalmechanism is used by humans to encode time is

also unclear (Keele, Nicoletti, Ivry, & Pokorny, 1989; Martin,

Egly, Houck, Bish, Barrera, et al., 2005;McAuley& Jones, 2003;

Pashler, 2001; Schulze, 1978).

One new approach to studying timing mechanisms is to iden-

tify neural correlates of individual differences in timing strategy.

Once identified, such neural correlates can provide clues as to the

importance of particular stages of processing or particular brain

structures in timing behavior. McAuley, Frater, Janke, and

Miller (2006) studied perception of a five-tone rhythm (see Fig-

ure 1), predicted to be perceived differently depending on strat-

egy. One group of listeners heard the pattern speeding up or

slowing down when the final interval was shorter or longer than

600 ms, respectively, possibly the result of imposing a 600-ms

beat on the three tones at the beginning of the pattern, continuing

the beat, and comparing it with the timing of the final tone.

Another group of listeners always heard the pattern slowing

down, possibly the result of implicitly calculating a pair of 300-

ms intervals at the beginning of the pattern and comparing this

stored 300-ms interval with the much longer final interval. The

two groups did not differ on a four-tone rhythm (see Figure 1),

predicted to result in the same pattern of behavior regardless of

strategy. Although McAuley et al. (2006) interpreted the ob-

served individual differences as reflecting the extent of engaging

beat-based (Large & Jones, 1999; Large & Snyder, 2009;

McAuley, 1995; Schulze, 1978) versus interval-based (Treisman,

1963) mechanisms, it should be noted that it is also possible that

the individual differences arose fromdifferent tempo preferences.

For example, it is possible that, when presented with a sequence

containing an ambiguous reference interval duration (i.e., 300 or

600 ms), some participants prefer to attend to the long interval

whereas others prefer to attend to the short interval.

Regardless of the precise nature of the individual differences

revealed by the ambiguous tempo perception paradigm, these

individual differences present a unique opportunity to identify

brain activity related to different timing strategies, while control-

ling for stimulus effects. Recently, Grahn and McAuley (2009)
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used this tempo paradigm in a functional magnetic resonance

imaging (fMRI) study. They identified a number of specific brain

areas activated during the task and found differences between

long- and short-interval attending groups in mostly left-hemi-

sphere structures (Grahn & McAuley, 2009). In particular, the

inferior frontal gyrus, supplementary motor area, medial pre-

frontal cortex, and insula/ventrolateral prefrontal cortex, all on

the left side, showed more activity for the long-interval group.

The left superior temporal gyrus, left middle temporal gyrus, and

right premotor cortex showed more activity for the short-interval

group. The activity differences occurred while participants lis-

tened to both the five- and four-tone sequences, providing strong

evidence that differences in neural activity related to timing strat-

egy reflect general processing differences, even when no behav-

ioral differences are apparent in the four-tone sequence. The

limited temporal resolution of fMRI, however, prevented any

strong conclusions about when, in the time course of processing,

strategy-related differences occurred. Although group differences

in prefrontal brain regions suggest the importance of higher-order

cognitive aspects of processing, differences in the superior tem-

poral lobe suggest the importance of lower-level auditory sensory

processing in explaining differences in perception.

The current study used the ambiguous tempo paradigm while

recording event-related brain potentials (ERPs) in human lis-

teners. Using ERPs specifically allowed us to examine whether

strategy-related differences in neural processingwere the result of

sensory processing of stimulus events, forming expectancies for

the final (variable) interval, or comparing the final interval with

previous intervals and making a decision. We hypothesized that

ERP correlates of early sensory processing, namely the P1-N1-

P2 long-latency auditory responses, might explain group differ-

ences in superior temporal lobe activations observed using fMRI

(Grahn & McAuley, 2009). This could arise from differential

attention to particular tones of the rhythmic sequence (Picton &

Hillyard, 1974). For example, listeners with a preference for the

long 600 ms intervals might attend more to the first and third

tones of the five-tone sequence because these tones mark the

perceived 600-ms beat; this would result in larger long-latency

sensory-evoked responses to the first and third tones compared

to the other groups.

On the other hand, the differential activations in the supple-

mentary motor area suggest the importance of expectancy pro-

cesses, which can be measured using the contingent negative

variation (Macar, Vidal, & Casini, 1999; Pfeuty, Ragot, & Pout-

has, 2003; Walter, Winter, Cooper, McCallum, & Aldridge,

1964). In particular, it is possible that attending to a 300-ms in-

terval might result in contingent negative variation (CNV) time

course that ends earlier or is smaller overall than if attending to a

600-ms interval. Finally, differential activations observed in other

frontal areas suggest the involvement of expectancy violation or

memory updating mechanisms, as indexed by P3a and P3b, re-

spectively (Polich, 2007), which have been previously observed to

be important in rhythm perception tasks (e.g., Besson, Faita, &

Requin, 1994; Brochard, Abecasis, Potter, Ragot, & Drake,

2003; Ford&Hillyard, 1981; Jongsma,Desain, &Honing, 2004).

Materials and Methods

Participants

Thirty-eight adults (15 men and 23 women, age range5 18–42

years, mean age5 23.76 years) with normal hearing (� 30 dB

HL from 250–4000 Hz) from the University of Nevada, Las

Vegas Psychology subject pool participated for course credit after

giving written informed consent. An additional eight participants

were tested but were not included in the final sample because of

poor behavioral performance in the four-tone control condition

(5 participants) or because of poor-quality electrophysiological

data (3 participants).

Stimuli, Design, and Procedure

The stimulus used to construct the rhythmic sequences was gen-

erated off-line in MATLAB (The MathWorks, Inc., Natick,

MA) and consisted of a single pure tone (424 Hz, 50 ms in
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Figure 1. Stimuli. Two types of sequences were presented to participants, consisting of an initial group of three or two tones (for the five-tone and four-

tone sequences, respectively) and a final group of two tones with a variable final IOI (474, 526, 642, or 726 ms). The task was to indicate whether the

sequencewas speeding upor slowing down at the end. If a listener adopts aweakly long-interval-based strategy, five-tone sequenceswould be expected to

be perceived as always slowing down. In contrast, if a listener adopts a strongly long-interval-based strategy, then five-tone sequences would be expected

to be heard as speeding up or slowing down depending on the final interval. Regardless of strategy, four-tone sequences would be expected to be heard as

speeding up or slowing down depending on the final interval.



duration, including 10-ms rise/fall times). Sequences using this

tone were presented binaurally through ER3A headphones (Et-

ymotic Research, Inc., Elk Grove Village, IL) at 70 dB SPL.

Behavioral responses were made on a RB-830 button box

(Cedrus Corporation, San Pedro, CA). All aspects of stimulus

presentation and behavioral response collection were controlled

by a custom program written in Presentation (Neurobehavioral

Systems, Inc., Albany, CA), running on a Pentium 4 computer

with a SB X-Fi sound card (Creative Technology, Ltd.).

Two types of sequences were presented using the stimulus tone

(Figure 1). Five-tone sequences consisted of 3 initial tones mark-

ing two 300-ms inter-onset intervals (IOIs) followed by 2 tones

that specified a variable final IOI (600 ms � DT). The key aspect

of the five-tone sequence is that a periodic 600-ms beat is implied

(but not explicitly emphasized) by the temporal structure of the

sequence (Povel & Essens, 1985). Four-tone sequences, in con-

trast, consisted of 2 initial tones that specified a 600-ms IOI

followed by 2 tones marking the same variable final IOI (600

ms � DT). Thus, the only physical difference between the two

types of sequences is that the four-tone sequence condition does

not include the 2nd tone from the five-tone sequence condition.

For both sequence types, the initial group of tones was separated

from the final group of tones by an IOI of 1200 ms. Final IOIs

of the sequences were 600 ms � DT, where DT equaled � 7%

or � 21% of the final IOI (474, 558, 642, or 726 ms).

Each participant listened to both the five-tone and four-tone

sequenceswith all four final IOIs, resulting in twowithin-subjects

factors (sequence type and final IOI). Six blocks were presented,

each containing 136 trials (17 of each trial type). Thus, each trial

type was presented 102 times to each participant. Eight practice

trials, one of each trial type, were presented prior to beginning the

experiment. Participants were seated in a comfortable chair in a

single-walled sound-attenuated room (Industrial Acoustics

Corp., Bronx, NY) and were asked to maintain fixation on a

white cross on a black background in the center of a computer

screen throughout the experiment. Participants were asked to

listen to the stimuli during electrophysiological recording, and to

avoid moving their eyes, head, or other body parts while the

sequences were presented. At the end of each sequence, partic-

ipants indicated by pressing one of two buttons whether they

perceived the pattern ‘‘slowing down’’ or ‘‘speeding up.’’ There

was a 2-s interstimulus interval during which participants made

their responses before a new trial began.

Electrophysiological Recording

Electroencephalographic (EEG) signals were recorded from an

array of 72 electrodes, with a Ag-AgCl Common Mode Sense

(CMS) active electrode and a Ag-AgCl Driven Right Leg (DRL)

passive electrode serving as ground (see http://www.bi-

osemi.com/faq/cms&drl.htm), placed at 64 points based on the

10/20 system in a Biosemi electrode cap and 8 additional points

below the hair line (both mastoids, both pre-auricular points,

outer canthus of each eye, and inferior orbit of each eye) and

recorded onto a PC desktop computer for offline analysis. EEG

signals were digitized continuously (512 Hz sampling rate and a

104 Hz bandwidth) using a Biosemi ActiveTwo system (http://

www.biosemi.com). Before EEG recording, conducting gel was

applied to the skin at each electrode site with the cap on and

sintered Ag-AgCl pin-type electrodes were fit into place at each

site. Sintered Ag-AgCl flat-type electrodes were attached with

adhesive to sites below the hair line. No abrading of the skin was

performed. Voltage offsets were below 40 mVprior to recording

and the resting EEG was checked for any problematic electrodes

prior to and throughout the recording session.

Data Analysis

Proportion of ‘speeding up’ responses was calculated for each

participant for each of the 8 trial types (2 sequence types � 4

final IOIs). To quantify the extent of long-interval-based re-

sponding, Response proportions for five-tone (test) sequences

were fit with a simple contrast model in order to assess the extent

to which participants’ tempo judgments about the five-tone (test)

sequences were based on a 300-ms referent interval or a 600-ms

referent interval; see Grahn and McAuley (2009) for full details

of the model. In the model, binary (‘speeding up’/’slowing

down’) judgments on a given trial are assumed to be based on one

of two temporal referents: P5 300 ms corresponding to the ex-

plicit time interval marked by the first three tones of the se-

quences (short temporal referent), and P5 600 ms

corresponding to the implied beat (long temporal referent). For

each final IOI of the sequence, Ti, a temporal contrast metric,

and Ci, is calculated, which measures the normalized difference

between the final IOI and each referent, P:

Ci ¼
ðTi � PÞ

P

Previous work has shown that the temporal contrast metric is

a good index of the information that participants use to make

time judgment decisions (McAuley& Jones, 2003). Because there

are two possible temporal referents, each final IOI, Ti, results in

two values ofCi, labeled here asCi300 for theP5 300-ms referent

and Ci600 for the P5 600-ms referent. In line with standard sig-

nal detection assumptions (Macmillan & Creelman, 1991), val-

ues of temporal contrast for each referent are assumed to be

normally distributed with standard deviation, s; the values of

Ci300 and Ci600 were then z-transformed and combined using a

simple weighted average:

z ¼ ð1� wÞzi300 þ wzi600

Predicted proportions of ‘speeding up’ responses, P(‘Speed-

ing Up’), for each final interval, Ti, are then generated using

cumulative normal distribution function:

Pð‘SpeedingUpÞ ¼ 1� fðzÞ
Model fits allowed both wA[0, 1] and s to vary, minimizing

the root-mean-square error (RMSE) between the observed and

predicted response proportions.

Most important for the present purposes, the continuous

value of w provided an estimate of the extent to which tempo

judgments for each participant about the five-tone (test) se-

quences were based on the explicit 300-ms (short) temporal ref-

erent or the implied 600-ms (long) temporal referent, with the

latter consistent with a beat-based listening strategy. Thus, a

participant with larger values of w shows greater tendency to

judge tempo using the long temporal referent interval.

Participants were divided into three roughly equal groups ac-

cording to w, yielding strongly long-interval based (SLI, n5 12),

moderately long-interval based (MLI, n5 13) and weakly long-

interval based (WLI, n5 13) listener groups. Response propor-

tions were then entered into a mixed-measures analysis of vari-

ance (ANOVA) to test for differences in perception depending on

the within-subjects variables sequence (4 tones vs. 5 tones) and

final IOI (� 21, � 7,17, 121%), and the between-subjects vari-

able group (SLI, MLI, WLI). The degrees of freedom were ad-

justed with the Greenhouse-Geisser epsilon (e) when
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appropriate, and all reported probability estimates were based on

the reduced degrees of freedom. This adjustment was applied to

all ANOVAs.

All off-line ERP analyses were performed using Brain Elec-

trical Source Analysis software (BESA, MEGIS Software

GmbH, Gräfelfing, Germany), except for baseline correction

and amplitude measurements, which were performed by custom

scripts in MATLAB (The MathWorks, Inc.). Electrodes that

were noted during the recording as being noisy throughout the

experiment were interpolated prior to analysis. Ocular artifacts

(blinks, saccades, and smooth movements) were corrected auto-

matically with a Principal Component Analysis method. Epochs

contaminated by artifacts (amplitude4150 mV, gradient475

mV, low signalo0.10 mV) were automatically rejected before av-

eraging. EEG epochs were averaged separately across all non-

artifact trials for each of the sequence types (five-tone and four-

tone) and for each electrode site, and re-referenced to the average

of all electrodes.

To examine ERPs related to processing the initial three or two

tones of the sequences (for the five- and four-tone sequences,

respectively), epochs were segmented with time 0 at the onset of

the first tone of the sequence, with a 1226-ms pre-trigger baseline

period and a 1000-ms post-trigger active period, and baseline

corrected by subtracting the mean of the � 26 to 0 ms portion of

the baseline from each point in the epoch. These epochs were

digitally band-pass filtered to attenuate frequencies below 0.5 Hz

(6 dB/octave attenuation, forward) and above 30 Hz (24 dB/

octave attenuation, symmetrical).

To examine ERPs related to processing the final two tones of

the sequence, epochs were segmented with time 0 at the onset of

the last tone of the sequence, with a 1226-ms pre-trigger baseline

period and a 1000-ms post-trigger active period, and baseline

corrected by subtracting the mean of the � 26 to 0 ms portion of

the baseline from each point in the epoch. These epochs were

digitally band-pass filtered to attenuate frequencies below 0.5 Hz

(6 dB/octave attenuation, forward) and above 30 Hz (24 dB/

octave attenuation, symmetrical). To quantify the CNV (which

was expected to occur leading up to the final tone), these epochs

were digitally band-pass filtered to attenuate frequencies below

0.1 Hz (6 dB/octave attenuation, forward) and above 30 Hz (24

dB/octave attenuation, symmetrical) and baseline corrected by

subtracting the mean of the � 752 to � 726 ms portion of the

baseline (time before penultimate tone onset) from each point in

the epoch.

ERPmean amplitudes were calculated in time ranges showing

maximal differences in the grand-averaged waveforms between

conditions of interest at electrodes showing the maximal differ-

ence. Mean amplitudes were averaged across a small set of 6 or 9

(depending on the particular ERP component) electrode sites for

each participant and submitted to mixed-measures ANOVAs

with Greenhouse-Geisser corrections when appropriate, with se-

quence (five-tone vs. four-tone) as the within-subjects factor and

group (SLI, MLI, and WLI) as the between-subjects factor.

Results

Behavioral Data

Estimates of w showed a range of values across participants but

an overall tendency formost participants to perceive the five-tone

sequences in a long-interval-based manner. Despite the overall

tendency for long-interval-based responding, the three groups

had statistically different w values, F(2,35)5 24.11, po.001

(SLI5 0.99, MLI5 0.92, WLI5 0.55). In order to assess overall

temporal sensitivity regardless of any strategy differences, dis-

crimination thresholds were measured for each participant for

the four-tone (control) sequences. Discrimination thresholds

correlated negatively with w, r(36)5 � 0.675, po.001, indicat-

ing that shorter-interval listeners had poorer temporal discrim-

ination than longer-interval listeners in the four-tone condition,

even though no differences were expected depending on strategy

in this condition. Because differences in discrimination thresh-

olds for four-tone (control) sequences represents a possible con-

found in assessing effects of listening strategy on behavioral and

brain responses to the five-tone (test) sequences, analyses re-

ported below were run with and without the discrimination

threshold included as a covariate. Tests that became non-signifi-

cant when the covariate was included are indicated below. Oth-

erwise, results are reported from analyses without the covariate.

Figure 2 shows the proportion of trials in which participants

perceived speeding up for the five-tone and four-tone sequences.

The behavioral results are best understood by dissecting the

significant three-way interaction between the factors,

F(6,105)5 7.09, po.001. This occurred because the stronger

long-interval-based listening groups showed a steeper decline in
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Figure 2.Behavioral results. Participants were divided into strongly long-

interval-based (SLI), moderately long-interval-based (MLI), or weakly

long-interval-based (WLI) according to an index of long-interval-based

listening. The three groups showed a similar pattern of behavior in the

four-tone condition, but distinct patterns of behavior in the five-tone

condition.



perceiving speeding up as a function of final IOI, especially for

five-tone sequences. When the data from the five-tone and four-

tone sequences were analyzed separately, significant interactions

occurred between group and final IOI for five-tone sequences,

F(6,105)5 28.58, po.001, and four-tone sequences,

F(6,105)5 4.65, po.005, but the interaction for four-tone se-

quences became non-significant when the covariate was added,

F(6,102)5 1.77, p5 .15. This result simply indicates that the

difference in slope of the psychometric curve for the four-tone

condition reflects a difference in temporal discrimination ability.

The results for the SLI (and to a lesser extent the MLI) lis-

teners in the five-tone condition can be explained if these listeners

were more likely to judge tempo using the implied 600-ms beat

and consistently expected events to occur every 600 ms, causing

them to perceive speeding upwhen the final IOI was shorter than

600 ms and slowing downwhen the final IOI was longer than 600

ms. The results for the WLI listeners in the five-tone condition

can be explained if these participants tended to perceive the mean

of the first two IOIs to be 300ms and perceived the final IOI to be

longer than 300 ms. In summary, even when controlling for

differences in sensitivity to temporal changes for the four-tone

control pattern, the two groups of participants showed reliable

differences in perception of the five-tone pattern. Specifically, the

SLI and MLI listeners were much more affected by the final IOI

in the five-tone sequence than the WLI listeners; SLI and MLI

listeners appeared to base tempo judgments for five-tone se-

quences on the implied 600-ms beat, whereas WLI listeners did

so to a much less extent.

Electrophysiological Data

One possible difference between groups in neural processing of

the rhythms is the initial sensory encoding of the stimuli. Figure 3

shows grand-averaged ERPs of the three groups overlaid on top

of each other for the five-tone and four-tone sequences. Clear

long-latency N1, P2, and N2 responses (measured at electrodes

FCz/1/2, Cz/1/2, and CPz/1/2 from 95–120, 145–200, and 290–

330 ms, respectively) at central midline electrodes occurred in

response to the first tone of both sequences. No significant

differences were observed as a function of group for any of these

responses, F(2,35)5 0.65, 0.29, 0.53 and, p5 .53, .75, and .60 for

the N1, P2, and N2, respectively. Additional smaller responses

occurred to subsequent tones in the two stimulus sequences but

no group differences were apparent, and lack of reliable mea-

surement of these responses precluded quantitative analysis. As

shown in Figure 4, the P2 (measured at electrodes FCz/1/2,

Cz/1/2, and CPz/1/2 from 140–200) to the final tone of the se-

quence showed similar amplitude as a function of group,

F(2,35)5 0.58, p5 .57, as with the sensory evoked responses to

the initial tone of the sequences. These negative results suggest

that group behavioral differences are not likely to be related to

modulation of sensory encoding.

Another possible difference between groups is how they com-

pute time intervals and form expectancies for the final tone in the

sequences. As shown in Figure 5, a CNVat central midline elec-

trodes appeared between the onsets of the penultimate and final

tones of the sequence in all groups of listeners (measured at elec-

trodes FCz/1/2, Cz/1/2, and CPz/1/2 from –400–0 ms relative to

the final tone). The CNVwe observed likely reflected expectancy

for the final tone evoked by the penultimate tone and the pre-

ceding initial tones of the sequence, as a result of explicit com-

putation of temporal intervals (Pfeuty et al., 2003; Walter et al.,

1964). There was a trend in the data for a larger CNV in listeners

more likely to judge tempousing a long temporal referent, but the

main effect of group was not significant, F(2,35)5 0.86, p5 .43.

However, there was a significant group � sequence interaction,

F(2,35)5 5.25, po.025, due to larger CNV with more long-
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Figure 3. Sensory-evoked ERPs for initial tones. Responses are averaged across participants in the three groups for the five-tone and four-tone

sequences. (A) Scalp topographical patterns of voltage at the P2 peak, showing maxima at central midline electrodes in all groups (electrodes labeled as

filled circles were used for ERP amplitudemeasurement; filled black circle indicates electrode shown in panel B). (B) ERP traces showing responses at Cz,

with P1, N1, P2, and N2 responses to Tone 1 labeled.



interval-based listening for the five-tone condition, but less of an

effect of group in the four-tone condition.

A final possible difference between listeners is in brain activity

related to detecting the deviant in the final interval, prior to re-

sponding speeding up or slowing down. Such activity would be

predicted to occur after the final tone in the sequences. In re-

sponse to the final tone of both sequences, Figure 6 shows the

presence of a late positive component occurring in all three lis-

tener groups (Donchin & Coles, 1988; Polich, 2007; Sutton,

Braren, Zubin, & John, 1965). Prominent differences between

the groups (measured at electrodes Pz/1/2 and POz/3/4 from

270–430 ms), F(2,35)5 7.78, po.005, occurred at parietal elec-

trodes, consistent with a P3b response (Polich, 2007), with more

positive activity as a function of stronger long-interval-based

listening in both the five-tone and four-tone sequences. The ex-

tended temporal course of the positive wave suggests that other

components besides P3b might also be activated. No group �
sequence interaction was present. Thus, the P3b reflects differ-

ences in the strength of long-interval-based listening that are

present for both the four-tone and five-tone sequence conditions,

unlike the CNVdifferences thatwere only present in the five-tone

condition. Finally, the topographic distribution of scalp voltage

for the P3b response showed larger amplitude in right-hemi-

sphere electrodes, as indicated by a significant main-effect of

hemisphere (measured at electrodes P1/2 and PO3/4 from 270–

430 ms), F(1,35)5 13.73, po.001. However, this right-hemi-

sphere bias was similar for the three groups, as indicated by a

non-significant group � hemisphere interaction term.

Discussion

Differences between participants that can be attributed to

rhythm processing strategy were reflected in brain activity

related to timing and expectancy for the final tone of the

five-tone sequence that was designed to elicit strategy-related

differences in behavioral judgments. The CNV has been clearly

linked with temporal processing because it is elicited by a stim-

ulus that temporally predicts a later stimulus (Besson, Faita,

Czternasty, & Kutas, 1997; Macar et al., 1999; Martin, Houck,

Kicic, & Tesche, 2008; Pfeuty et al., 2003; Pouthas, Garnero,

Ferrandez, & Renault, 2000; Walter et al., 1964). Furthermore,

the CNVcorrelates with the well-known behavioral observation

that presenting multiple time intervals in succession enhances the

precision of temporal judgments (Pfeuty et al., 2003). The finding

that CNV differences between groups were only observed for the

five-tone condition suggests that it indexes the active engagement

of a particular strategy during rhythmic pattern processing.

Whether the larger CNV in more long-interval-based partici-

pants is due to the engagement of stronger beat-based processing

or simply due to greater attention to the implied 600-ms temporal

referent per se is difficult to resolve from the current data. Al-

though previous researchers have suggested that the CNV is

likely to index the buildup of a time estimation process during

interval-based processing (Martin et al., 2008; Pfeuty et al.,

2003), it is equally likely that the CNVcould reflect the activation

of an oscillatory mechanism in beat-based processing. Besides

the CNV, other EEG-basedmeasures of temporal expectancy are

long-latency ERPs (Hughes, Darcey, Barkan, Williamson, Rob-

erts, & Asline, 2001; Janata, 2001; Raij, McEvoy, Makela, &

Hari, 1997; Simson, Vaughan, & Ritter, 1976; Weinberg, Walter,

Cooper, &Aldridge, 1973) and high-frequency activity (Fujioka,

Large, Trainor, & Ross, 2009; Iversen, Repp, & Patel, 2009;

Snyder & Large, 2005; Zanto, Large, Fuchs, & Kelso, 2005; also

see Lakatos, Karmos, Mehta, Ulbert, & Schroeder, 2008)

evoked by missing expected events, which future studies may

also show to distinguish between different listening strategies.

The current study took an individual-differences approach to

distinguishing activity related to timing strategy, specifically by

dividing participants into groups depending on a behavioral
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Figure 4. Sensory-evoked ERPs for final tone. (A) Scalp topographical patterns of voltage at the P2 peak, showingmaxima at central midline electrodes

in all groups (electrodes labeled as filled circles were used for ERP amplitude measurement; filled black circle indicates electrode shown in panel B). (B)

ERP traces showing responses at Cz, with P2 response labeled.



measure of sensitivity to an implied 600-ms temporal referent.

However, another approach to distinguish between different

processes in the brain related to timing is to look for physiological

markers of these processes in different brain areas. For example,

a recent study used sourcemodeling ofmagnetoencephalography

(MEG) data to identify activity that correlated with the positive

effect of a prior warning stimulus during a visual timing task

(Martin et al., 2008). The authors interpreted observed CNV-like

slow-wave activity as reflecting the buildup of an interval-based

mechanism (Treisman, 1963), and stimulus-related phase of ac-

tivity as reflecting a phase-correcting beat-based mechanism

(Large & Jones, 1999; McAuley, 1995;McAuley & Jones, 2003).

Sources in the parietal lobe and cerebellum exhibited slow-wave

activity similar to a CNV that correlated with behavioral per-

formance enhancement, while the cerebellum and somatomotor

cortex exhibited stimulus-related phase that also correlated with

behavior. These results suggest not only that beat- and interval-

based timing strategies are both observable in different individ-

uals, but that both types of mechanism may be operating in

parallel in the same individuals.

In the current study, strategy-related differences were ob-

served in late positive brain activity (i.e., the P3b response) fol-

lowing the final tone of the two sequences. This was likely

indicative of a difference in cognitive processing of the final in-

terval. A previous fMRI study using the same paradigm as the

current study found brain activation differences in participants

with high vs. loww values (Grahn &McAuley, 2009). Consistent

with the current P3b differences, these differences occurred while

participants listened to both the five- and four-tone sequences,

providing strong converging evidence that some differences in

neural activity related to timing strategy reflect general process-

ing differences, even when no behavioral differences are appar-

ent. The P3b difference between groups is also consistent with the

previous fMRI data showing group differences in frontal and

superior temporal brain regions, major generators of the P3b

(Halgren, Marinkovic, & Chauvel, 1998).

The group difference in P3b occurred for both five-tone and

four-tone sequences and was present even when controlling for

discrimination threshold in the four-tone condition (which is not

predicted to differ depending on listening strategy). These results

suggest that P3b differences do not simply reflect overall differ-

ences in temporal sensitivity or differences in temporal sensitivity

specifically for the five-tone sequence. It is also unlikely that the

difference in P3b occurred because weakly long-interval-based

listeners were simply experiencing much larger deviations from

the expected final interval than strongly long-interval-based
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Figure 5. Contingent negative variation (CNV) following penultimate tone. (A) Scalp topographical patterns of voltage at � 50 ms, prior to the final

tone, showing maxima at frontocentral midline electrodes in all groups (electrodes labeled as filled circles were used for ERP amplitude measurement;

filled black circles indicate electrodes shown in panel B). (B) ERP traces showing responses at FCz, Cz, and CPz electrodes, with CNV labeled. There is a

larger CNV in stronger long-interval-based listening groups, mainly due to the difference in the five-tone sequence.



participants because this would actually predict larger P3b am-

plitude inweakly long-interval-based participants and only in the

five-tone condition, which was not observed. Finally, it is un-

likely that individual differences occurred because the final in-

terval was so far from an expected 300-ms interval that weakly

long-interval-based listeners did not need to pay attention, be-

cause this would also predict group differences only for the five-

tone condition.

The fact that the P3b showed reliable differences between

groups suggests the importance of this component in processing

temporally-structured patterns, consistent with previous ERP

studies. Following intervals that were shorter or longer than the

previous intervals in isochronous sequences or following a break

of a pattern of intervals, late positive responses occurred (Ford &

Hillyard, 1981; Nordby, Roth, & Pfefferbaum, 1988a, 1988b)

that were larger in participants who performed better at detecting

temporal change (Jongsma, Meeuwissen, Vos, & Maes, 2007).

Studies also showed that late positive components during rhythm

tasks were larger in participants with extensive training in mu-

sical rhythms (Jongsma et al., 2004), although one study found

no difference between musicians and non-musicians during de-

tection of late notes in familiar and unfamiliar melodies (Besson

et al., 1994). In addition to indicating detection of temporal ir-

regularities and individual differences in rhythm perception, late

positive components index the illusory perception of alternating

accents in non-accented isochronous sequences (Brochard et al.,

2003), and is enhanced when a temporal interval is accurately

cued by a warning stimulus (Miniussi, Wilding, Coull, & Nobre,

1999). Late positive components also have been observed in re-

sponse to deviants of non-rhythmic aspects of musical structure

such as melody, harmony, and lyrics (Besson, Faita, Peretz,

Bonnel, & Requin, 1998; Janata, 1995; Patel, Gibson, Ratner,

Besson, & Holcomb, 1998; Trainor, McDonald, & Alain, 2002),

suggesting a general role in processing sequential patterns.

It is perhaps surprising that the sensory-evoked P1-N1-P2 re-

sponses did not differ between listeners, especially for the first

group of tones in the five-tone sequence because it was predicted

that listeners sensitive to the 600-ms interval might attendmore to

the first and third tones compared to the second tone, which

would result in enhanced activity (Picton & Hillyard, 1974). This

negative result is all themore surprising given that sensory-evoked

responses are sensitive to temporal structure, showing larger re-

sponses for larger time intervals (Carver, Fuchs, Jantzen, &

Kelso, 2002; Hari, Kaila, Katila, Tuomisto, & Varpula, 1982; Lu,

Williamson, & Kaufman, 1992; Mayville et al., 2001; Snyder &

Large, 2004), sensitivity to the grouping structure of simple

acoustic sequences (Loveless, Levanen, Jousmaki, Sams, & Hari,

1996; Loveless & Hari, 1993; Skrandies & Rammsayer, 1995),

and modulation by early or late events during sensory-motor

synchronization (Praamstra, Turgeon, Hesse, Wing, & Perryer,

2003; Tecchio, Salustri, Thaut, Pasqualetti, & Rossini, 2000). It is

possible that the lack of individual differences in sensory-evoked

responses is related to the fact that even participants in the weakly

long-interval-based group had relatively high w scores. Thus, fu-

ture ERP studies could screen participants in order to have lis-

teners with maximally different rhythm processing strategies.

The behavioral data from our study and the recent fMRI

study using the same paradigm (Grahn & McAuley, 2009) sug-

gest that there is no clear-cut distinction between listener groups.

Rather, listeners appear to vary continuously in listening strat-

egy, as revealed by the range of w scores. The current ERP data

further suggest a lack of clear distinction between groups because

similar neural responses were observed regardless of listening

strategy, with only quantitative differences in amplitude for the

elicited responses. The ERP data showed highly similar time-

courses of brain activity at all stages of processing, with similar-

sized sensory-evoked responses to the tones and CNV and P3b

responses that showed strategy-related processing of the final

Listening to rhythms 205

Figure 6. Late positive component (P3b) following final tone. (A) Scalp topographical patterns of voltage at P3b peak, showing maxima at parietal

electrodes (electrodes labeled as filled circleswere used for ERP amplitudemeasurement; filled black circle indicates electrode shown in panel B). (B) ERP

traces showing responses at POz electrodes, with P3b labeled. There is a larger P3b in stronger long-interval-based listening groups for both five- and

four-tone sequences.



time interval. Importantly, no qualitatively different pattern of

brain responses was observed as a function of listening strategy.

Thus, although the behavioral data do suggest that listeners can

have distinct patterns of responding, the ERP data suggest that

such a pattern of behavioral data is generated by modulating the

amount of activity in similar brain processes.
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