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Abstract

The present study used ERPs to test the extent to which temporal processing is modality specific or modality general.

Participants were presented with auditory and visual temporal patterns that consisted of initial two- or three-event

beginning patterns. This delineated a constant standard time interval, followed by a two-event ending pattern

delineating a variable test interval. Participants judged whether they perceived the pattern as a whole to be speeding up

or slowing down. The contingent negative variation (CNV), a negative potential reflecting temporal expectancy,

showed a larger amplitude for the auditory modality compared to the visual modality but a high degree of similarity in

scalp voltage patterns across modalities, suggesting that the CNV arises from modality-general processes. A late,

memory-dependent positive component (P3) also showed similar patterns across modalities.

Descriptors: Modality specific, Modality general, Auditory rhythms, Visual rhythms, CNV, P3

A wide range of everyday activities depends on having access to

accurate and precise information about event timing. A large

number of studies have been conducted on the nature of tempo-

ral processing (Grondin, 2001), and whether time perception is

best explained by modality-specific or modality-general processes

(Ivry & Schlerf, 2008). However, data have been equivocal due

to a number of conflicting findings in the literature involving

both behavioral and neuroimaging techniques (Bueti, Bahrami, &

Walsh, 2008; Bueti, Walsh, Frith, & Rees, 2008; Lapid, Ulrich,

& Rammsayer, 2009; Rao, Mayer, & Harrington, 2001; Wright,

Buonomano, Mahncke, & Merzenich, 1997). One reason previ-

ous studies may have come to different conclusions about the

modality specificity of timing is that the techniques used gener-

ally have not been able to distinguish between different stages of

processing. For example, some aspects of performing a timing

task (e.g., calculating time intervals vs. remembering time inter-

vals) may be modality specific, whereas other stages of process-

ing may be modality general, as has been suggested in some

behavioral studies (Gamache & Grondin, 2010; Lustig & Meck,

2011). Thus, using a technique with high temporal precision,

such as ERPs, might better distinguish between those aspects of

timing that are modality specific and those that are modality

general.

Toward that end, the present study used a well-studied tempo-

discrimination paradigm (Grahn, Henry, & McAuley, 2011; Grahn

& McAuley, 2009; Snyder, Pasinski, & McAuley, 2011) to exam-

ine auditory and visual ERP components that have been shown in

previous research to index different aspects of timing. Auditory

and visual stimuli consisted of an initial two- or three-event pattern

that delineated a constant standard time interval of 600 ms, fol-

lowed by two events delineating a variable test interval (see

Figure 1) that was either longer or shorter than 600 ms. Partici-

pants’ task was to judge whether they perceived the pattern as

speeding up or slowing down, effectively comparing the variable

test interval to the initial standard (referent) interval. These four-

and five-event patterns have been used in the past to examine indi-

vidual differences in rhythm processing strategies (Grahn et al.,

2011; Grahn & McAuley, 2009; Snyder et al., 2011). In particular,

while the four-event pattern can be considered a simple interval

discrimination task, the five-event pattern has an inherent ambigu-

ity because participants can either find the overall 600-ms duration

of the first three events most salient or instead attend to the individ-

ual 300-ms intervals. Beat-based listening (Large & Jones, 1999;

Large & Snyder, 2009; McAuley, 1995) is a strategy in which tem-

poral encoding is facilitated by perception of a quasiperiodic

pattern of accentuations or beats, and intervals are encoded in terms

of these beats. This strategy can explain the perception of a 600-ms

interval in the first three events of the five-event pattern. Interval-

based listening (Ivry, 1996) is the alternative strategy in which

listeners attend to the 300-ms interval. Importantly, with the five-

event pattern, beat-based listening results in a steep psychophysical
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function, with less perception of speeding up when the final inter-

val is longer in duration. In contrast, interval-based listening results

in a flatter function as long as the 300-ms intervals of the initial

three events are shorter than the final interval, which is usually the

case. Given that there is only limited evidence for beat-based proc-

essing in the visual domain (also see Grahn, 2012; Patel, Iversen,

Chen, & Repp, 2005), we expect a relatively flat function for the

visual five-event pattern, which is more typical of interval-based

processing.

In a previous ERP study using this paradigm with auditory stim-

uli, we found a contingent negative variation (CNV), a slow negative

potential that occurred starting after the penultimate tone and ending

around the onset of the final tone (Snyder et al., 2011). This was con-

sistent with previous research implicating the CNV in temporal

expectation and the encoding of time intervals (N’Diaye, Ragot,

Garnero, & Pouthas, 2004; Pfeuty, Ragot, & Pouthas, 2003; Walter,

Cooper, Aldridge, McCallum, & Winter, 1964). We also found a

modulation of the P3 response—a late positive potential—after the

onset of the final tone. This P3 modulation likely indicates an effect

on processes related to change detection, stimulus categorization,

and/or the updating of the memory trace of the encoded time interval

(Linden, 2005; Polich, 2007). Both the CNV and P3 were found to

reflect the extent to which listeners engaged in beat- versus interval-

based processing. The goal of the current study is to use these two

ERPs as indicators, not of beat versus interval processing, but rather

the extent to which listeners engage in modality-specific or

modality-general processing of timing during rhythm discrimination.

The CNV in particular could be a useful index of modality dif-

ferences in temporal processing because it is specifically found

during timing tasks. For example, during a time discrimination

task, the CNV was sustained in amplitude for the duration of the

standard interval, but on trials in which a longer interval was pre-

sented, it rapidly returned to a baseline level (Macar & Vidal,

2003), suggesting that it indexes durations stored in memory rather

than the duration of a stimulus on a given trial. In another study,

the CNV increased in amplitude during the encoding of a repeating

time interval (i.e., a metronome-like pattern) but the amplitude

increasing had ceased after a specific number of repetitions corre-

sponding to the interval that generally results in the maximal per-

ceptual benefit of repetition (Pfeuty et al., 2003). Importantly,

some previous studies have compared the CNV for time intervals

defined by events from different sensory modalities. Macar and

Vidal (2003) measured the CNV for auditory and tactile intervals

and for both modalities found the CNV to be maximal in amplitude

at the same central-parietal midline scalp location (i.e., CPz). In

contrast, N’Diaye et al. (2004) compared auditory and visual inter-

vals and found that the CNV had larger amplitudes at frontocentral

electrodes for the auditory intervals and larger amplitudes at poste-

rior electrodes for the visual intervals, suggesting modality-specific

sources of the CNV that were partially confirmed by source model-

ing. However, one important caveat is that this study examined

filled intervals (i.e., durations that were defined by the time from

onset to offset) rather than empty intervals (i.e., durations defined

by onset to onset of two brief events), which could have resulted in

sustained sensory activity in addition to a true CNV response (also

see Pfeuty, Ragot, & Pouthas, 2008). More recent studies found

better discrimination of empty intervals marked by auditory events

than visual events, and further found that the CNV was larger and

increased over time more for auditory intervals compared to visual

intervals at frontal electrodes but not at parietal electrodes (Gontier,

Hasuo, Mitsudo, & Grondin, 2013; Hasuo et al., 2014).

In the current study, we were interested in comparing ERPs dur-

ing auditory and visual rhythm discrimination in order to distin-

guish between modality-specific and modality-general timing

processes. Importantly, this paradigm uses empty time intervals,

which are helpful for reducing the likelihood of recording sustained

sensory responses (cf. N’Diaye et al., 2004). Given the evidence

that some timing tasks involve modality-specific processing, we

expected that the CNV, which is closely tied to temporal process-

ing, would show topographic scalp voltage distributions that are

distinct for the two modalities. For example, one study found that

visual motion-processing areas are only involved in visual time

interval discrimination but not auditory discrimination (Bueti, Bah-

rami, & Walsh, 2008), while another study found that rhythm

reproduction of auditory and visual rhythms activated sensory asso-

ciation cortex areas specific for the two modalities (Penhune,

Zatorre, & Evans, 1998). In contrast, we expected the P3 to show a

more modality-general topographic pattern because it is thought to

index general cognitive mechanisms that are not specific to timing

tasks (Polich, 2007; Snyder, Yerkes, & Pitts, 2015).

In addition to examining CNV and P3 amplitude for auditory and

visual modalities, we also examined scalp topographic distributions

of ERP voltage in order to determine whether auditory and visual

responses arise from distinct processes, as has been done in previous

studies (e.g., Macar & Vidal, 2003; N’Diaye et al., 2004). In order to

provide quantitative evidence about differences across modalities,

we entered amplitude-normalized data from all of our electrodes into

statistical analyses, with the expectation that modality differences

would be indicated by an interaction between modality and electrode.

Furthermore, we used the same data in correlation analyses across

and within modalities with the expectation that similarities would be

indicated by significant positive correlation coefficients. Larger

within-modality correlations compared to across-modality correla-

tions can provide evidence for modality specificity, along with the

analyses of variance (ANOVAs). These topography analyses were

performed with both voltage and current source density (CSD) trans-

formations. Unlike voltage, CSD mapping is reference free; further-

more, it sharpens and simplifies EEG topographies, and can also

result in measures that more closely represent the underlying current

generators (Nunez & Srinivasan, 2006; Tenke & Kayser, 2005).

Method

Participants

Thirty-one participants (14 male) with normal hearing (� 30 dB

from 250–4000 Hz) were recruited from the University of Nevada,

Figure 1. Five-event and four-event patterns. Final intervals

reflect 6 4%, 6 12%, or 6 20% of the implied 600 ms IOI.
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Las Vegas psychology participant pool. Participants were 18–47

years old (M 5 22.9) with no prior history of substance abuse. Par-

ticipants received course credit for their participation after provid-

ing written informed consent.

Materials and Procedure

The auditory stimulus used in the rhythmic patterns was generated

offline in MATLAB (The MathWorks, Inc., Natick, MA) and con-

sisted of a single pure tone (70 dB SPL, 440 Hz, 50 ms in duration,

including 5-ms rise/fall times). Two types of auditory patterns were

created using this one tone (Figure 1). The five-event pattern con-

sisted of three initial tones separated by two 300-ms interonset

intervals (IOIs) followed by two tones separated by a variable final

IOI (600 ms 6 DT). This resulted in a five-event pattern with a per-

iodic 600-ms beat that was implied (but not explicitly emphasized)

by the temporal structure of the first three tones of the pattern

(Povel & Essens, 1985). A four-event pattern consisted of two

initial tones separated by a 600-ms IOI followed by two tones

separated by the same variable final IOI (600 ms 6 DT) as the

five-event pattern. Thus, the only physical difference between the

two patterns was that the second tone from the five-event pattern

was missing in the four-event pattern. For both patterns, the initial

group of tones was separated from the final group of tones by an

IOI of 1,200 ms. Final IOIs of the patterns were variable 600

ms 6 DT, where DT equaled 6 4%, 6 12%, or 6 20% of the

implied 600 ms IOI (480, 528, 576, 624, 672, or 720 ms), and pre-

sented in a random order within each block.

The visual stimulus used to construct the corresponding visual

patterns consisted of a black 60 3 47 pixel box flashed on a white

screen for 50 ms. Participants were seated 80 cm in front of the

monitor while stimuli were presented at a visual angle of 0.7162

radians. Visual pattern structure and IOIs were identical to those of

both the auditory patterns, except there was no rise/fall time.

Participants were seated in a comfortable chair in a single-

walled, sound-attenuated room and were asked to maintain fixation

on a black cross on a white background in the center of a computer

screen for the auditory conditions. No fixation cross was provided

for the visual conditions. Participants were asked to listen to or

watch the stimuli during EEG recording, and to avoid moving their

eyes, head, or other body parts while the stimuli were presented. At

the end of each pattern, participants indicated by pressing one of

two buttons whether they perceived the pattern “slowing down” or

“speeding up” at the end. Participants were allowed a 2-s intertrial

interval to make their responses before a new trial began. Behav-

ioral responses were made using an RB-830 button response box.

Participants were assigned to perform auditory blocks first or

visual blocks first. For each participant, six blocks were presented.

For those performing auditory blocks first, participants heard two

blocks of auditory five-event patterns followed by two visual five-

event blocks, an auditory four-event block, and a visual four-event

block. Participants performing the visual blocks first saw two

blocks of visual five-event patterns followed by two auditory five-

event blocks, a visual four-event block, and an auditory four-event

block. Each block contained 132 trials, with 22 trials of each of the

six trial types (6 4%, 6 12% or 6 20%) for that condition. Eight

practice trials (using final IOIs of 6 40%) were presented prior to

the start of the experiment. All aspects of stimulus presentation and

behavioral response collection were controlled by a custom pro-

gram written in Presentation.

EEG Recording

EEG signals were digitized continuously (512 Hz sampling rate

and a 104 Hz bandwidth) using a BioSemi ActiveTwo system

(http://biosemi.com). The EEG was recorded from an array of 72

electrodes, with an Ag-AgCl common mode sense (CMS) active

electrode and an Ag-AgCl driven right leg (DRL) passive electrode

serving as ground, placed at 64 points based on the 10/20 system in

a BioSemi electrode cap and eight additional points below the hair

line (both mastoids, both preauricular points, outer canthus of each

eye, and inferior orbit of each eye), and recorded onto a PC desktop

computer for offline analysis. Before EEG recording, conducting

gel was applied to the skin at each electrode site with the cap on

and sintered Ag-AgCl pin-type electrodes were fitted into place at

each site in the cap. Sintered Ag-AgCl flat-type electrodes were

attached with adhesive to sites below the hairline. Voltage offsets

were adjusted to below 40 mV prior to recording, and the resting

EEG was checked for any problematic electrodes prior to and

throughout the recording session.

Data Analysis

Proportions of speeding up responses were calculated for each par-

ticipant by averaging each participant’s responses for each of the

24 trial types (4 Conditions 3 6 Final IOIs) and dividing that by

the total number of trials for that type. A 2 (Modality: auditory vs.

visual) 3 2 (Pattern Type: four-event vs. five-event) 3 6 (Final

IOI) repeated measures ANOVA was conducted on response pro-

portions. Relative just noticeable differences (JNDs) and points of

subjective equality (PSEs) were calculated for each participant

using the z-transform method prescribed by MacMillan and Creel-

man (2005) for the four-event patterns to quantify individual differ-

ences in the ability to discriminate variations in the final IOI and

compare discrimination thresholds across modalities. JNDs and

PSEs were not estimated for the five-event patterns because previ-

ous research using this paradigm has shown that there is an inherent

ambiguity in the perceived referent interval at the beginning of the

pattern that precludes JND estimates for some individuals. Specifi-

cally, if participants judge the speed of rhythms using the explicit

300-ms referent marked by the first two intervals of the pattern,

then they respond almost entirely slowing down to all final IOIs.

For the ERP data, repeated measures ANOVAs were performed

for both the CNV and P3 amplitudes. Factors included whether the

pattern had five or four events, the modality of the pattern, and

whether the final event occurred earlier or later than the 600-ms

referent. Collapsing across the three shortest final IOIs or the three

longest final IOIs created this final time-change direction variable.

This was done in order to have better signal-to-noise ratios for the

ERPs. Because differences in relative JNDs (i.e., discrimination

thresholds) for four-event patterns represents a possible confound

in assessing brain responses as a function of modality, all reported

ERP analyses were run both without and with the difference

between auditory and visual thresholds as a covariate.

All off-line ERP processing except statistical analyses were per-

formed using Brain Electrical Source Analysis software (BESA).

Electrodes that were noted during the recording as being noisy

throughout the experiment were automatically interpolated prior to

analysis. Ocular artifacts (blinks, saccades, and smooth move-

ments) were corrected automatically with a spatial-filtering method

(Ille, Berg, & Scherg, 2002). Epochs contaminated by artifacts

(amplitude exceeding 150 uV, gradient exceeding 75 uV, or signal

below 0.10 uV) were automatically rejected before averaging. EEG
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epochs were averaged separately across all nonartifact trials for

each of the 24 trial types and for each electrode site, and rerefer-

enced to the average of all electrodes. We used this reference to

enable adequate detection of auditory and visual ERPs at multiple

scalp locations, including frontocentral, temporal, parietal, and

occipital electrodes, and also for comparison with our previous

study, which also referenced to the average (Snyder et al., 2011).

To examine ERPs related to processing the final two events of

the pattern, epochs were segmented with time 0 at the onset of the

last tone of the pattern, with a 1,226-ms pretrigger baseline period

and a 1,000-ms posttrigger active period, and baseline corrected by

subtracting the mean of the 226 to 0 ms portion of the baseline

from each point in the epoch. These epochs were digitally band-

pass filtered to attenuate frequencies below 0.01 Hz (6 dB/octave

attenuation, forward) and above 40 Hz (24 dB/octave attenuation,

symmetrical). To quantify the CNV (which occurred leading up to

the final tone), those epochs were digitally band-pass filtered to

attenuate frequencies below 0.01 Hz (6 dB/octave attenuation, for-

ward) and above 40 Hz (24 dB/octave attenuation, symmetrical)

and baseline corrected by subtracting the mean of the 2752 to

2726 ms portion of the baseline (time before penultimate event

onset) from each point in the epoch.

ERP mean amplitudes were calculated in time ranges and elec-

trodes based on known latencies and scalp locations of CNV and

P3b components, with specific selections including maximal differ-

ences in the grand-averaged waveforms between conditions of

interest at electrodes showing the maximal difference (i.e., from

2100 to 0 ms for the CNV and from 350 to 630 ms for the P3,

based on known latencies for these components). Mean amplitudes

were averaged across the same electrode sites for each participant

where ERP differences were most prominent in the grand average

(at electrodes F1, Fz, F2, FC1, FCz, FC2, C1, Cz, and C2 for the

CNV and at electrodes P1, Pz, P2, PO3, POz, and PO4 for the P3)

and submitted to repeated measures ANOVAs with Greenhouse-

Geisser corrections when appropriate.

Scalp topographies were obtained in BESA at single time points

showing the maximal difference between conditions (2100 ms for

the CNV and 400 ms for the P3). After range normalizing the mean

amplitude data for both CNV and P3 based on the method

described by McCarthy and Wood (1985), a repeated measures

ANOVA was run to identify modality differences in activity pat-

terns across all electrodes by testing for Electrode 3 Modality

interactions. Pearson’s correlations with these data were also calcu-

lated to quantify the degree of similarity in scalp topography across

and within modalities. Correlation coefficients were Fisher z trans-

formed prior to any inferential analysis based on these values.

Results

Since this study counterbalanced whether participants were

exposed to the visual or auditory stimuli first, all analyses men-

tioned below were also initially run with modality order as a

between-subjects factor; however, order was not a significant factor

in either the behavioral or ERP analyses, so we report analyses

without this factor for simplicity.

Behavioral Data

Figure 2 shows proportion of speeding up responses as a function

of the final IOI for the auditory and visual patterns in the four-

event and five-event conditions. A 2 (Modality) 3 2 (Pattern

Type) 3 6 (Final IOI) repeated measures ANOVA was conducted

on response proportions. Confirming that participants correctly per-

formed the task, the ANOVA revealed a main effect of final IOI,

F(5,150) 5 178.01, p < .001, gp
2 5 .856, with participants respond-

ing that patterns sped up for final IOIs that were shorter than the

implied 600-ms referent and responding that patterns slowed down

for final IOIs that were longer than the implied 600-ms referent.

Consistent with previous research, there was also a main effect

of modality, F(1,30) 5 8.68, p 5 .006, gp
2 5 .224, and a significant

interaction of Modality 3 Pattern Type, F(1,30) 5 11.68, p 5 .002,

gp
2 5 .280, suggesting a difference in salience of the 300-ms and

600-ms intervals between four- and five-event patterns for the vis-

ual patterns, but not auditory patterns. For the auditory patterns,

participants responded almost identically to the four-event and

five-event auditory patterns (Figure 2A), revealing a consistent use

of a 600-ms referent for both pattern types. However, for the visual

patterns, five-event patterns resulted in less salience for the 600-ms

interval than did the four-event patterns (Figure 2B).

There were also significant interactions between modality and

final IOI, F(5,150) 5 27.62, p < .001, gp
2 5 .479 and pattern type

and final IOI, F(5,150) 5 4.95, p 5 .003, gp
2 5 .142, indicative of

differences in the slope of the psychometric curves. In general,

shallower slopes (worse temporal discrimination) were observed

with visual patterns compared to auditory patterns. Consistent with

this interpretation, relative JNDs in the visual four-event condition

0

0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1

400 450 500 550 600 650 700 750

P(
"S

pe
ed

in
g 

U
p"

)

P(
"S

pe
ed

in
g 

U
p"

)

Final IOI (ms)

Five-Event Four-Event 

0

0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1

400 450 500 550 600 650 700 750
Final IOI (ms)

Five-Event Four-Event 
B       Visual SequencesA  Auditory Sequences

Figure 2. Proportion of speeding up responses by final IOI. Final IOIs reflect 6 4%, 6 12%, or 6 20% of the implied 600 ms IOI. A: Auditory pat-

terns. B: Visual patterns.
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(M 5 30.1%, SD 5 37.0%) were larger than in the auditory four-

event condition (M 5 11.6%, SD 5 6.6%), t(30) 5 2.89, p 5 .007.

PSEs were not significantly different between the visual four-event

condition (M 5 622 ms, SD 5 254 ms) and the auditory four-event

condition (M 5 579 ms, SD 5 42 ms), t(30) 5 1.07, p 5 .295,

although there was a trend for visual PSEs to be larger.

EEG Data

Because the modality differences reported above in relative JNDs

for four-event patterns represent a possible confound in assessing

brain responses as a function of modality, the ERP analyses were

run both without and with the difference between auditory and vis-

ual JNDs as a covariate. A 2 (Modality) 3 2 (Pattern Type) 3 2

(Time-Change Direction: early, late) repeated measures ANOVA

was conducted on both the CNV and P3 mean amplitudes. For

CNV (averaged across electrodes F1, Fz, F2, FC1, FCz, FC2, C1,

Cz, and C2), there was a main effect of modality, F(1,30) 5 9.13,

p 5 .005, gp
2 5 .239, with larger amplitudes in the auditory modal-

ity than in the visual modality (see Figure 3). Macar and Vidal

(2004) have proposed that increases in CNV amplitude might reflect

more precise temporal estimates. Our behavioral results in which

we observed lower JNDs in the auditory modality than in the visual

modality are consistent with this view and our own CNV findings.
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Figure 3. ERP traces and topographies for auditory and visual CNVs at frontocentral electrodes. ERPs have been collapsed across four- and five-

event conditions, while topographies have been collapsed across four and five events, as well as early and late conditions.
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There was no main effect of time-change direction,

F(1,30) 5 3.57, p 5 .069, gp
2 5 .110, but there was a significant

interaction between modality and time-change direction,

F(1,30) 5 10.42, p 5 .003, gp
2 5 .264. Importantly, effects of time-

change direction are due to the differences in how much time has

elapsed since the penultimate event rather than sensitivity to the

timing of the final event, which is unpredictable by design. Differ-

ences in CNV amplitude in the early and late condition were larger

in the visual modality than in the auditory modality (see Figure 3),

with larger CNV amplitudes when the final event was early (i.e.,

final IOI< 600 ms) compared to when it was late (i.e., final

IOI> 600 ms). This may be due to a difference of perceptual strat-

egy; if some participants were using a 300-ms referent in the audi-

tory condition, all of the events marking the end of the final

interval occurred “too late.” The CNV for these individuals may be

decreasing earlier than those using a different strategy.

When observing the voltage pattern across the scalp, both audi-

tory and visual CNVs showed negative voltage at frontocentral

regions and reverses in polarity beneath the superior temporal scalp

regions. To determine whether there were modality differences in

the pattern of scalp activity independent of amplitude differences,

despite the apparent similarity shown in Figure 4A, the data from

all 72 electrodes were range normalized. A repeated measures

ANOVA was run to identify differences across the scalp by testing

for a Modality 3 Electrode interaction on the range-normalized

data. There was a significant interaction between modality and

electrode, F(1,30) 5 5.15, p < .001, gp
2 5 .147, which remained

significant when the eye electrodes were removed (to exclude a

possible confound of ocular artifacts), F(1,30) 5 5.59, p < .001

gp
2 5 .157 (see Figure 4A). This remained significant when the dif-

ference between auditory and visual thresholds was used as a cova-

riate for analyses both with and without eye electrodes,

F(1,30) 5 3.22, p 5 .001, gp
2 5 .100, and F(1,30) 5 3.51, p< .001,

gp
2 5 .108, respectively.

To determine whether there is similarity in the scalp patterns

across modalities, a correlation between all 72 electrodes in the

auditory and visual modality was run for each individual partici-

pant. A single-sample t test was then run to test whether the mean

of all the participants’ correlations was different than 0 (after Fisher

z transformation). For the CNV, the mean of the participants’ corre-

lations was different from 0, suggesting that there were similarities

in the CNV across modalities (see Table 1). These results suggest

that there are modality-general contributions that drive the overall

correlations between patterns.
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Figure 4. A: Mean amplitude of the CNV across the 68 electrodes (64 scalp electrodes plus four nonocular face electrodes). B: Mean amplitude of

the P3 across the 68 electrodes (64 scalp electrodes plus four nonocular face electrodes).

Table 1. Statistical Comparisons for CNV and P3 Components
with Regard to Voltage and CSD Maps

CNV

Mean SD t p

Voltage .613 .223 11.490 < .001
CSD .505 .085 26.262 < .001

P3

Mean SD t p

Voltage .736 .237 11.839 < .001
CSD .442 .089 23.075 < .001

Note. Correlations between auditory and visual modalities are statisti-
cally different from 0, after Fisher z transformation of r values.
CNV 5 contingent negative variation; CSD 5 current source density.
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One way to find evidence for modality-specific contributions in

the current data is to directly correlate scalp topographies from dif-

ferent types of time change of the same modality (e.g., 2DT and

late from the auditory modality) and compare the result to correla-

tions between the same conditions but across modality (e.g., early

from the auditory and visual modalities). If there is no difference

between the resulting correlations, this would suggest that the

activity in all the conditions being compared (regardless of whether

within- or across-modality comparisons are being made) are com-

parable, and therefore there are no modality-specific contributions.

However, if the within-modality correlations are larger, despite the

fact that different types of time change are being compared, this

would suggest that there are modality-specific contributions.

In order to determine if there were differences in the correla-

tions across modalities or within modalities, the individual partici-

pants’ transformed correlations (described above) were averaged

based on condition, and paired sample t tests were run for four pair-

ings of conditions. An ANOVA was not possible here because of

the nonfactorial nature of the comparisons (i.e., the within-

modality correlations were used twice, once to compare with early/

across-modality and once to compare with late/across-modality).

Since there were two conditions for modality (auditory and visual)

and two conditions for time change direction (early and late), four

pairs were needed to contrast within-modality (across time change)

and across-modality (within time change) topographies. For all

four of these pairings, there was a significant difference between

the within-modality correlations and the across-modality condi-

tions, with larger correlations within modalities (see Table 2).

In order to provide converging evidence for the above results,

the CSD was also calculated, in addition to voltage. The CSD

mean amplitudes were also range normalized. A repeated measures

ANOVA was run to identify differences across the CSD maps by

testing for a Modality 3 Electrode interaction. There was a signifi-

cant interaction between modality and electrode, F(1,30) 5 2.03,

p 5 .032, gp
2 5 .063. This did not remain significant when the

difference between auditory and visual thresholds was used as a

covariate, F(1,30) 5 1.62, p 5.106, gp
2 5 .053. The CSD maps are

shown with their voltage counterparts in Figure 3.

As with the CNV voltages, the correlation between all electro-

des in the auditory and visual modality was run for each individual

participant. A single-sample t test was then run to test whether the

mean of all the participants’ correlations was different than 0. For

the CSD of the CNV, the mean of the participants’ correlations was

statistically different from 0, suggesting that the scalp distributions

of the CNV were similar across modalities (see Table 1). As with

the correlations for the voltages, the individual participant correla-

tions across the CSD electrodes were averaged based on condition,

and paired-sample t tests with Bonferonni corrections were run for

the same four pairings of conditions. For each of the four pairings,

there was a significant difference between the within-modality cor-

relations and the across-modality conditions, with larger correla-

tions within modalities (see Table 2), consistent with modality-

specific contributions.

Whereas the CNV appears to be at least partially influenced by

modality-specific contributions, the later P3 might be expected to

be modality general. After the final event, participants must decide

if the pattern speeds up or slows down, and this requirement to

make a decision results in late positive components (Polich, 2007;

Sutton, Braren, Zubin, & John, 1965). A distinct P3 occurred at the

parietal electrodes (maximally at POz) for both auditory and visual

patterns after the final event. As with the CNV, a repeated meas-

ures ANOVA was performed with time-change direction, pattern

type (four-event vs. five-event), and the modality of the pattern as

factors, but with the mean amplitude measured at parietal electro-

des (P1, Pz, P2, PO3, POz, and PO4). As shown in Figure 5, there

was a main effect of time-change direction, F(1,30) 5 9.34, p 5

.005, gp
2 5 .244, with larger P3 amplitudes when the final event

was early compared to when it was late, potentially suggesting a

novelty enhancement for events that occur before the expected

time (i.e., when the final IOI is less than 600 ms). Alternatively,

this could reflect a decrease in demand for memory and cognitive

resources for events that occur after the expected time (i.e., when

the final IOI is greater than 600 ms), due to a reduced uncertainty

for when the final event will occur.

There was no main effect of modality, F(1,30) 5 1.69, p 5

.204, gp
2 5 .055 (see Figure 5). As with CNV, data from all 72

electrodes were range normalized, and a repeated measures

ANOVA was run to test for a Modality 3 Electrode interaction.

There was a significant interaction between modality and elec-

trode, F(1,30) 5 3.13, p 5 .013, gp
2 5 .094, which remained

significant when the eye electrodes were removed, F(1,30) 5 2.91,

p 5 .014, gp
2 5 .088 (see Figure 4B), but this interaction did not

remain significant when the difference between auditory and vis-

ual thresholds was used as a covariate for analyses both with and

without eye electrodes, F(1,30) 5 2.11, p 5 .074, gp
2 5 .068 and

F(1,30) 5 2.14, p 5 .062, gp
2 5 .069, respectively. Consistent with

these findings, as shown in Figure 4B, the differences in scalp

topography across modalities were not great. As with the CNV,

the correlation between all 72 electrodes in the auditory and visual

modality was run for each individual participant. A single-sample

t test was then run to test whether the mean of all the participants’

correlations was different than 0. For the P3, the mean of the par-

ticipants’ correlations was statistically different from 0, suggesting

that there were similarities in the scalp distributions of the P3

across modalities (see Table 1).

As discussed previously, while these results suggest that there

are modality-general contributions that drive the overall correla-

tions between patterns, they do not rule out the possibility that there

are modality-specific contributions to scalp topographies. As with

the CNV, the individual participant correlations were averaged

Table 2. Comparisons of Within- and Across-Modality Pairings
of Correlations for CNV Voltage and CSD Maps

CNV

Voltage M(SD) t CSD M(SD) t

Within auditory .715 (.192) 4.804** .635 (.035) 4.976**
Across modality (early) .540 (.047) .437 (.046)

Within visual .648 (.040) 4.374** .629 (.042) 4.408**
Across modality (late) .510 (.046) .475 (.044)

Within auditory .715 (.192) 5.737** .635 (.035) 4.900**
Across modality (late) .510 (.046) .475 (.044)

Within visual .648 (.040) 2.988* .629 (.042) 4.467**
Across modality (early) .540 (.047) .437 (.046)

Note. Within auditory and within visual refer to conditions including
both auditory early and late and both visual early and late, respectively.
Across-modality conditions include both modalities for that specific
time change interval. Within-modality correlations are significantly dif-
ferent from across-modality correlations, after Fisher z transformation of
r values. CNV 5 contingent negative variation; CSD 5 current source
density.
**p < .001. *p< .05 (after Bonferonni correction).
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based on condition, and paired-sample t tests with Bonferonni cor-

rections were run for four pairings of conditions (after Fisher z
transformation). For three out of four of these pairings, there was a

significant difference between the within-modality correlations and

the across-modality conditions, with larger correlations within

modalities (see Table 3).

The mean amplitudes of CSD waveforms were also calculated

and then range normalized. A repeated measures ANOVA was run

to identify differences across the CSD maps by testing for a Modal-

ity 3 Electrode interaction. There was only a marginal interaction

between modality and electrode, F(1,30) 5 2.29, p 5 .085,

gp
2 5 .071. This was also not significant when the difference

between auditory and visual thresholds was used as a covariate,

F(1,30) 5 1.91, p 5 .136, gp
2 5 .062. The CSD maps are shown

with their voltage counterparts in Figure 5. As with the P3 voltages,

the correlation between all electrodes in the auditory and visual

modality was run for each individual participant. A single-sample t
test was then run to test whether the mean of all the participants’

correlations was different than 0. For the CSD of the P3, the mean

of the participants’ correlations was statistically different from 0,

suggesting that the scalp distributions of the P3 were similar across

modalities (see Table 1). As with the correlations for the voltages,

the individual participant correlations across the CSD electrodes

were averaged based on condition, and paired-sample t tests were

run for the same four pairings of conditions. For all four of these

pairings, there was a significant difference between the within-

modality correlations and the across-modality conditions, with

larger correlations within modalities (see Table 3).
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Figure 5. ERP traces and topographies for auditory and visual P3s. ERPs have been collapsed as with the CNV.
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Discussion

The current study used ERPs to help determine whether temporal

processing is primarily modality specific or modality general. The

results for the CNV, a negative component shown to reflect the

temporal expectancy for the final event of a pattern (Pfeuty, Ragot,

& Pouthas, 2003; Walter et al., 1964), suggest that it is to a large

extent modality general but is at least partially modality specific.

This took the form of an Electrode 3 Modality interaction and

larger within-modality correlations than across-modality correla-

tions. We also found larger CNV amplitudes in the auditory modal-

ity than in the visual modality, suggesting that the brain is more

responsive during the encoding of auditory timing information

compared to during encoding of visual timing. Visual CNVs with

smaller amplitudes also seemed to decay more quickly than their

auditory counterparts, suggesting that the visual modality may be

less well equipped to form temporal expectancies. The P3 response

showed a similar pattern of topographical results, suggesting that it

too at least partially indexes modality-specific processing, although

there was no difference in amplitude between auditory or visual

modalities and the pattern of correlations showed less modality

specificity than with the CNV.

Combined with the behavioral results, which showed better tem-

poral discrimination in the auditory modality than in the visual

modality, the present findings are consistent with the view that the

auditory system is superior to the visual system in terms of tempo-

ral processing (Grondin, Meilleur-Wells, Ouellette, & Macar, 1998;

Patel et al., 2005; Repp, 2003; Repp & Penel, 2002). The modality

specificity of the CNV may also be seen in the observed interaction

between time-change direction (whether the final event was early

or late) and modality. The CNV amplitudes were closer in size for

the auditory modality, but showed a larger voltage difference in the

visual modality as a function of time-change direction.

Despite the number of conflicting findings in previous research

as to the modality specificity of timing (Ivry & Schlerf, 2008), the

topographical differences and similarities shown by the CNV sup-

port a small degree of modality-specific timing process. N’Daiye

and colleagues (2004) looked at CNVs using EEG and magnetoen-

cephalography in response to long-duration (490–910 ms) auditory

and visual filled intervals (rather than empty intervals as in the cur-

rent study) and found a distinct CNV for each modality. Specifically,

they found a difference in the scalp distribution of sustained activity

between visual and auditory conditions, but ultimately concluded

that the CNV was modality general. The authors stated that, while

sensory-driven activity was present concurrently with the sustained

CNV, it was difficult to separate their individual contributions.

By using brief sensory events in the present study that defined

empty time intervals, we were able to remove sustained sensory

responses from the epochs we used to examine the CNV, thus pro-

viding clearer evidence that the CNV, a reflection of temporal

expectancy, is in part modality specific. The modality-general con-

tributions could arise from frontal sources: both the supplementary

motor area (SMA) and pre-SMA appear to be active during audi-

tory and visual duration estimation tasks and tasks that elicit the

CNV (Lewis, Wing, Pope, Praamstra, & Miall, 2004; Macar et al.,

2002; Macar, Vidal, & Casini, 1999; Pouthas et al., 2005; Schwar-

tze, Rothermich, & Kotz, 2012). There is evidence that the later

portion of the CNV reflects decision making (Rockstroh, Elbert,

Canavan, Lutzenberger, & Birbaumer, 1989); this cognitive activa-

tion may be overlapping with modality-specific activation.

The temporal precision of ERPs allowed us to identify that the

CNV reflects a combination of modality-specific and modality-

general timing-related processing. Previous studies testing individ-

uals with brain lesions (Harrington & Haaland, 1999) or studies

using fMRI (Bueti, Bahrami, & Walsh, 2008; Bueti, Walsh et al.,

2008; Grahn & McAuley, 2009; Rao et al., 2001) and transcranial

magnetic stimulation (Bueti, van Dongen, & Walsh, 2008) in

healthy individuals have come to differing conclusions as to the

contributions of sensory and nonsensory brain areas to time estima-

tion and perception. For example, studies of people with damage to

the cerebellum or basal ganglia with time perception and produc-

tion deficits have been used to argue for the general role of these

structures in timing (e.g., Harrington, Haaland, & Hermanowicz,

1998; Ivry & Keele, 1989). In contrast, more recent studies using

neuroimaging and brain stimulation have been used to argue that

sensory association cortex areas, in particular, seem to be involved

in timing for only one modality (e.g., Bueti, van Dongen, & Walsh,

2008; Bueti, Walsh et al., 2008). One possible reason these discrep-

ant findings have arisen is that these studies may have differed in

their ability to specifically pinpoint timing processes as opposed to

more general cognitive processes (decision making, memory) due

to the poor temporal resolution of their methods.

Studies that examined the transfer of temporal learning have also

come to differing conclusions. This is possibly because, like neuroi-

maging and brain stimulation studies, the inability to discern when

particular brain areas are active during processing makes it difficult

to identify how those brain areas contribute to the different aspects/

stages of timing (i.e., event encoding, duration calculation, memory

storage, comparison). In some studies, learning generalized to the

same interval duration defined by unlearned auditory frequencies or

tactile locations (Karmarkar & Buonomano, 2003; Nagarajan, Blake,

Wright, Byl, & Merzenich, 1998; Wright et al., 1997) or the same

interval presented in a different modality (Nagarajan et al., 1998).

These findings were consistent with the existence of modality-

general mechanisms. In contrast, more recent findings have failed to

show transfer of temporal learning across modalities (Lapid et al.,

2009), which instead suggest modality-specific mechanisms.

Other recent research using the same time discrimination para-

digm as used in the current study with auditory and visual rhythms is

consistent with these more recent findings from transfer of learning

Table 3. Comparisons of Within- and Across-Modality Pairings
of Correlations for P3 Voltage and CSD Maps

P3

Voltage M(SD) t CSD M(SD) t

Within auditory .817 (.037) 3.888* .766 (.020) 4.279**
Across modality (early) .662 (.048) .607 (.041)

Within visual .801 (.026) 2.342 .756 (.031) 3.510*
Across modality (late) .721 (.037) .633 (.033)

Within auditory .817 (.037) 3.755* .766 (.020) 4.711**
Across modality (late) .721 (.037) .633 (.033)

Within visual .801 (.026) 3.066* .756 (.031) 4.144*
Across modality (early) .662 (.048) .607 (.041)

Note. Within auditory and within visual refer to conditions including
both auditory early and late and both visual early and late, respectively.
Across-modality conditions include both modalities for that specific
time change interval. Within-modality correlations are significantly dif-
ferent from across-modality correlations, after Fisher z transformation of
r values. CSD 5 current source density.
**p < .001. *p< .05 (after Bonferonni correction).
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(Grahn et al., 2011; McAuley & Henry, 2010). In particular, both of

these studies showed robust order effects such that, when blocks of

auditory trials were presented before blocks of visual trials, the visual

rhythms were more likely to be encoded using beat-based mecha-

nisms that are more associated with auditory than visual rhythm per-

ception, at least when the beat period was 600 ms in duration (also

see Grahn, 2012; Patel et al., 2005). The fact that the encoding of

auditory and visual rhythms differs from each other and can be influ-

enced by each other is consistent with the idea of modality-specific

timing. For example, differences in performance between modalities

could reflect the operation of separate timing mechanisms that have

different levels of precision, while cross-modal influence suggests

that the output of one modality’s timing mechanism can override or

influence the mechanism of the other modality.

Our CNV findings suggest that temporal processing per se is

encoded in part in a modality-specific manner, consistent with the

framework promoted by Buonomano and colleagues (Buonomano,

2000; Buonomano, Bramen, & Khodadadifar, 2009; Karmarkar &

Buonomano, 2007). These authors have argued that the encoding

of time intervals is accomplished using general mechanisms of

plasticity and cortical dynamics that are present in sensory areas of

the cortex. However, dedicated modality-general mechanisms may

also be necessary for additional memory, comparison, and

decision-making processes that are commonly required for timing

tasks, especially with longer intervals (Buonomano et al., 2009;

Ivry & Schlerf, 2008; Meck, Penney, & Pouthas, 2008). One or

more of these modality-general processes may be indexed by the

CNV and P3 responses observed in the current study.

The P3 may reflect a somewhat more modality-general process

than the CNV (Linden, 2005; Polich, 2007). Unlike the CNV, there

were no main effects of modality for P3. The P3 measured in the

current study is consistent with previous research on rhythm per-

ception (Besson, Faita, Czternasty, & Kutas, 1997; Jongsma,

Desain, & Honing, 2004; Jongsma, Meeuwissen, Vos, & Maes,

2007), appearing after the onset of the final event in time discrimi-

nation tasks, indicating categorization, updating of the memory

trace of the encoded time interval, or conscious perception of a

temporal change (Linden, 2005; Polich, 2007; Snyder et al., 2015).

There was a significant effect of whether the final event occurred

earlier or later than expected. The P3 amplitudes were larger when

the final event occurred early, which might reflect a decreased

processing load: more easily discriminated targets result in larger

P3 amplitudes, as resources are not being taxed by working mem-

ory. Polich’s (2007) context-updating theory of the P3b states that,

as the strain on memory resources increases, the P3 amplitude

decreases. Participants might have been holding the initial time

interval in memory, and therefore final tones that occurred too late

only had a small pool of resources left, resulting in the P3 ampli-

tude decreasing. There was little difference between P3 amplitude

to events occurring after the expected time across modalities. How-

ever, the auditory P3 amplitudes were larger for auditory events

occurring before the expected time. Because both auditory and vis-

ual P3s index high-level cognitive processing, both suffer from

decreased cognitive resources when events occur later than

expected. However, because the exact mechanisms of the P3 are

still unknown, further research should focus on the exact contribu-

tions of memory, decision making, and change detection to this

modality-general timing component.

In summary, we measured behavioral performance and ERP

components during a well-studied rhythm discrimination paradigm

using auditory and visual rhythms. Overall, discrimination thresh-

olds were lower in the auditory modality than in the visual modal-

ity. Correspondingly, the CNV component, which has been

strongly linked to temporal encoding and anticipation, showed

greater amplitude in the auditory modality than in the visual modal-

ity, whereas the P3 component did not show this type of modality

difference. Most importantly, scalp voltage patterns for the CNV

and the P3 indicated modality-general timing in the brain.
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